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ABSTRACT Impulse-radio ultra-wideband (IR-UWB) networks are gaining wide acceptance in short-
to-medium range wireless sensing and positioning applications that require high accuracy. It is achieved
generally via signal message exchange between ultra-wideband (UWB) transceiver nodes, where the signal
propagating through their analog circuitry suffers transmitting and receiving antenna delays. Such delays,
unless measured and properly corrected for, may induce an error in range estimation between UWB nodes
and eventually affect the accuracy of real-time location systems (RTLSs) based on the IR-UWB. This paper
presents a system to measure the antenna delays of UWB nodes. It provides comprehensive mathematical
modeling, design, and implementation of the proposed antenna delay measurement system. Experimental
evaluation in a line-of-sight (LOS) environment shows its effectiveness for maintaining the accuracy of the
range measurement between UWB nodes by taking into consideration the antenna delays measured by the
proposed system.

INDEX TERMS Air time occupancy, antenna delay, time-of-flight, two-way ranging, ultra-wideband.

I. INTRODUCTION
In a RTLS based on an IR-UWB principle, the location of a
UWB node is computed from range-based measures relative
to other UWBnodes in its vicinity [1]. A commonly usedmet-
ric is the time-of-flight (TOF), with nanosecond accuracy [2].
The TOF between two UWB nodes is usually estimated by
two-way ranging (TWR) methods [3]–[6], which typically
rely on the exchange of UWB signal messages between the
two nodes.

The TWR methods available in the literature [3]–[6] pro-
vide the basis for other variants of TWR methods [7], where
they mainly focus on minimizing the TOF error due to the
clock offsets that exist between the UWB nodes due to
imperfections of the clock oscillators in physical environ-
ments [8], [9]. However, TOF accuracy is also affected by
delays introduced while acquiring timestamp information of
the transmitting and receiving signals by the UWB nodes.
Here, the precise timestamp values of events, when a trans-
mitting signal exits the antenna and a receiving signal enters
the antenna, are required and vital for the accuracy of the
TOF. However, the propagation of a signal from the point
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for which the transmission timestamp is determined to the
antenna and from the antenna to the point for which the
reception timestamp is determined suffers delays, referred to
as transmitting and receiving antenna delays [10]. The times-
tamp values reported by the UWB nodes without knowing
the antenna delay values are usually different from the correct
timestamp values. This may lead to an error in the calculated
range unless the reported timestamps are corrected by taking
into account the UWB nodes’ antenna delays. The antenna
delay depends on the specific device and is caused mainly by
the underlying analog circuitry [10]. Although it is very small
and varies slightly from device to device, these variations
can affect the accuracy of UWB-based RTLSs by tens of
centimeters since we are measuring radio signals moving at
the speed of light. It may not be favorable for indoor RTLS
applications with stringent localization accuracy [11].

To obtain more accurate UWB-based RTLSs, Decawave
Ltd. has recently proposed using an iterative TWR based
antenna delay measurement method [10] that determines the
aggregate antenna delays of the UWB nodes, which can then
be used to correct the computed TOF values. In this method,
TWR was performed consecutively between each pair of
UWB nodes placed with fixed known distances, where can-
didate values for the antenna delay are uniformly randomly
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generated and altered at each iteration to find a local optimum
that produces the least difference between the actual and
measured distances. The authors in [12] proposed a method
to measure the antenna delay of a UWB node with the help
of two other UWB nodes, whose antenna delays do not need
to be known or measured, based on the principle of symmet-
ric double-sided TWR (SDS-TWR) [3], [5]. It requires that
the UWB nodes should have the same reply-delay times of
packet transmission, which may not be feasible for practical
implementation with two separate UWB nodes. Aiming to
achieve high accuracy, [13] proposed an antenna delay mea-
surement based on the principle of alternative double-sided
TWR (AltDS-TWR) [6]. The two methods introduced in [10]
and [13] require measurement of the to-and-fro distances
between a pair of UWB nodes by performing two separate
sessions of TWR between them. This would result in an
additional TWR session for each pair of UWB nodes and a
relatively longer antenna delay measurement process.

In this paper, we present a novel antenna delay measure-
ment system that measures the antenna delays of a set of
two UWB nodes based on UWB communication between
them. During the measurement process, the UWB network
is set to comprise three nodes and only one TWR session is
performed between a pair of nodes to estimate their aggre-
gate antenna delays. We also evaluate the proposed sys-
tem by an experiment, considering application environments
where long-range LOS conditions are not easily obtained, for
example, tracking or navigating people in an indoor office.
In the experiment, each UWB node is based on Decawave’s
DW1000 UWB transceiver [14], compliant with the IEEE
802.15.4-2011 UWB standard [5]. Note that Decawave’s
products have been commercially available for a long time.
They are widely used in academia [7], [15] and industry [16],
since they provide rich product documentation [17] and user-
community discussion forums [18]. The experimental results
show that antenna delay-calibrated nodes, which use the val-
ues of the antenna delay measured by the proposed system,
make more accurate range measurements, with the accuracy
being within the same order of magnitude as that obtained
from Decawave’s method [10] with a lesser number of pack-
ets over the air. The main features of the proposed system are
summarized below:
• no requirement for prior knowledge of the antenna
delays of any of the UWB nodes involved in the mea-
surement process,

• no requirement of clock synchronization between the
UWB nodes involved in the measurement process,

• limited air time occupancy with a relatively faster mea-
surement process, and

• a single measurement process provides the antenna
delays of two UWB nodes.

II. ANTENNA DELAY MEASUREMENT SYSTEM
A. PROPOSED METHOD
Consider a wireless network of three UWB nodes: M, A,
and B, placed at fixed known positions ensuring LOS with

each other. Each node employs a UWB signal with nanosec-
ond accuracy for sample-based timestamps as they leave from
and arrive at the transceiver. Hence, based on its clock, each
node can determine the transmission or reception timestamp
value of a transmitted or received packet with nanosecond
accuracy. Also, it can align the transmission time of a packet
with a pre-specified timestamp value.

Let M and A transmit the first and second packets of
a sensing session, called sensing packets. Denote the time
difference of reception of the two packets at node V ∈

{M,A,B} by PV . Then, for any nodes X ∈ {M,A,B} and
Y ∈ {M,A,B}, it can be shown that [19]

PX − PY = (TP(A,X )−TP(A,Y ))−(TP(M,X )−TP(M,Y )), (1)

where TP(X ,Y ) is the TOF from node X to node Y . Now sup-
posePX is to be computed as if it wasmeasured by a preferred
clock, and the clock of M is selected as the preferred clock.
To facilitate the computation, let M transmits another packet,
i.e., the third packet of the sensing session. Note that the
transmission time difference between the two sensing packets
transmitted by M may be pre-specified. Then, the ratio of the
clock-speed of M over the clock-speed of X is given by

rMX =


1, if X = M
tMTx(3) − t

M
Tx(1)

tXRx(3) − t
X
Rx(1)

, otherwise,
(2)

where tXTx(n) and t
X
Rx(n) denotes respectively the transmission

and reception timestamp values read by X for the nth packet.
In addition,

PM = tMRx(2) − (tMTx(1) + d
M
M )

= PM,U
M − dMM , (3)

PA = {(tATx(2) + d
A
A )− t

A
Rx(1)}r

M
A

= {tATx(2) − t
A
Rx(1)}r

M
A + d

A
A r

M
A

= PM,U
A + dMA , (4)

and

PB = {tBRx(2) − t
B
Rx(1)}r

M
B

= PM,U
B , (5)

where dYX is the aggregate antenna delay (the sum of the
transmitting and receiving antenna delays) of X as if it was
measured with the clock of Y , and PY ,U

X is the antenna delay-
uncalibrated time difference of reception of X as if it was
measured with the clock of Y .
After the time difference of reception for each node has

been computed, the obtained values from all the three relevant
nodes can be collected into a computing unit. With the three
numerical values obtained from the three nodes, two indepen-
dent equations based on (1) can be constructed:

PM − PB = (TP(A,M)−TP(A,B))−(TP(M,M)−TP(M,B)), (6)

and

PA − PB = (TP(A,A)−TP(A,B))−(TP(M,A) − TP(M,B)). (7)
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Since the three nodes are placed at fixed known positions,
the range between each of them can be pre-measured with
high accuracy, and subsequently, the TOF values in (6) and (7)
can also be measured. Then, substituting the corresponding
values of the time difference of reception of nodes M,A,

and B from (3), (4), and (5), the above two equations can be
reordered to express the antenna delays of nodes M and A as

dMM = PM,U
M − PM,U

B + TP(A,B) − TP(M,A) − TP(M,B) (8)

and

dMA = PM,U
B − PM,U

A − TP(A,B) − TP(M,A) + TP(M,B), (9)

where
PM,U
M = tMRx(2) − t

M
Tx(1),

PM,U
A =

(
tATx(2) − t

A
Rx(1)

)( tMTx(3)−tMTx(1)
tARx(3)−t

A
Rx(1)

)
, and

PM,U
B =

(
tBRx(2) − t

B
Rx(1)

)( tMTx(3)−tMTx(1)
tBRx(3)−t

B
Rx(1)

)
.

B. SYSTEM DESIGN AND IMPLEMENTATION
The system is designed to estimate the antenna delays of two
UWB nodes, according to (8) and (9), after a single measure-
ment process. It is set to operate as follows. It includes three
UWB nodes configured to act as nodes M, A, and B during
the sensing sessions. These three nodes are fully wireless,
i.e., the transmission and reception of packets to and from
the nodes are over the air. They are set to be placed at fixed
known positions ensuring LOS and the actual ranges between
all of them are pre-measured. The system also includes two
complementary entities: another UWB node, designated as
a master node, and a computer (PC). The master node is
used to request the initiation of a sensing session, receive the
necessary information from the other UWB nodes, and log
the data to the PC via a serial UART.

The antenna delay measurement process follows the fol-
lowing sequence.
• Step 1: The PC requests the start of the process to the
master node.

• Step 2: The master node sends an initiation request for
a sensing session, where it assigns M to transmit the
first and third sensing packets; A to transmit the second
sensing packet; and B to listen to the three sensing
packets.

• Step 3: Node M determines the transmission timestamps
for the first and third sensing packets based on its current
timestamp value and a properly pre-specified transmis-
sion time difference between the two packets.

• Step 4: Node M transmits the first sensing packet at the
determined time while the other nodes are in receiver
mode.

• Step 5: Upon completion of transmission and reception,
all nodes except M retrieve and store the corresponding
reception timestamps. Then A prepares for the transmis-
sion of the second sensing packet, while the other nodes
enter the receiver mode.

• Step 6: Node A transmits the second sensing packet
while the other nodes are in receiver mode.

• Step 7: Upon completion of transmission and reception,
A retrieves and stores the corresponding transmission
timestamp, while the other nodes retrieve and store the
corresponding reception timestamps. Then M computes
its sensing information, transmission/reception times-
tamp difference values about the first sensing packet
respecting the second and third sensing packets, i.e.,
tMRx(2) − tMTx(1) and t

M
Tx(3) − tMTx(1), and prepares for the

transmission of the third packet that will carry its sensing
information, while the other nodes enter the receiver
mode.

• Step 8: Node M transmits the third sensing packet at the
determined time while the other nodes are in receiver
mode.

• Step 9: Upon completion of transmission and reception,
all nodes except M retrieve and store the corresponding
reception timestamps. Node A also retrieves and stores
the sensing information of M from the received third
sensing packet.

• Step 10: Nodes A and B compute their sensing informa-
tion, i.e., A computes tATx(2) − t

A
Rx(1) and t

A
Rx(3) − t

A
Rx(1),

and B computes tBRx(2) − t
B
Rx(1) and t

B
Rx(3) − t

B
Rx(1).

• Step 11: Upon an information request by the master
node, nodes A and B send all the sensing information,
i.e., A sends the sensing information of itself and that of
M, while B sends the sensing information of itself.

• Step 12: The PC receives and stores the sensing infor-
mation of the sensing session, hereinafter referred as
session-data, from the master node.

• Step 13: The process of Step 1 to Step 12 is repeated until
100 sets of session-data have been stored in the PC.

• Step 14: The PC computes the antenna delays for
each set of session-data using (8) and (9), which gives
100 estimated antenna delays of M and A, and then
averages them to obtain the final antenna delay values
for M and A.

Each entity in the system is implemented according to the
cooperation mentioned above. The UWB nodes are based
on Decawave’s DW1000 UWB transceiver [14], and their
operations are implemented in C programming using Segger
Embedded Studio [20] as an integrated development environ-
ment. The operation of the PC is implemented using Python
programming.

III. NUMERICAL RESULTS
A. AIR TIME OCCUPANCY
In this section, we analyze and compare the air time occu-
pancy of the proposed system in terms of the number of
packets required over the air during a sensing session for
obtaining the session-data to estimate the antenna delay of
a node. According to the measurement process detailed in
Section II-B, the proposed system requires setting up three
nodes, involving the transmission/reception of five packets
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for a sensing session: three sensing packets and two session-
data carrying packets. Here, after a single measurement pro-
cess, the proposed system estimates the antenna delays of
two nodes. Thus, the proposed system observes an average of
2.5 packets over the air to measure the antenna delay of a
single node.

For the antenna delay measurement method [10] proposed
by Decawave Ltd., a set-up of at least three nodes is required
to perform to-and-fro TWR sessions between each possible
pair of nodes. Assume that N nodes are present in the set-
up, where N ≥ 3, and to-only TWR sessions are performed
between each pair of nodes (to minimize the number of
packets over the air). Then each of the N (N−1)

2 possible pair
of nodes incurs the transmission/reception of four packets
during a sensing session: three sensing packets and one packet
carrying the session-data. Thus, it would observe an average

of
(
4 × N (N−1)

2

)
/N = 2(N − 1) packets over the air to

measure the antenna delay of a single node. Notably, the air
time occupancy for Decawave’s method is dependent on the
number of nodes involved during the set-up of the measure-
ment process.

To compare the proposed system with Decawave’s
method [10], assume N = 3 in Decawave’s method for
its maximum air-time efficiency. Thus, it would observe an
average of 2(N − 1) = 4 packets over the air to measure the
antenna delay of a single node. Hence, we can conclude that
the proposed system is approximately 60% more air efficient
for a similar configuration set-up. This may result in a faster
measurement process when large samples of session-data are
required to be collected to estimate the antenna delays of
several nodes.

B. EXPERIMENTAL EVALUATION
In this section, we evaluate the proposed system considering
a TWR-based RTLS application in an indoor office, e.g.,
tracking or navigating people in the office. A TWR-based
RTLS consists of several anchors placed at fixed positions.
To estimate the position of a tag, TWR is used to estimate
the TOFs from the tag to a number of nearby anchors. In this
regard, to estimate a three-dimensional position, at least four
nearby anchors those are not on the same plane are required.
Hence, anchor placement plays a very important role in the
system design, affecting its cost and performance. An impor-
tant consideration for anchor placement is to avoid non-
line-of-sight (NLOS) conditions between a tag and nearby
anchors. This is because such a condition would produce a
positive bias on the estimated TOF that can vary dynamically
and significantly as the tagmoves around. This source of error
is contrasted to antenna delay, which produces a rather quasi-
static bias. Currently, although there are available NLOS-
mitigation techniques [21]–[23] that can be useful to some
extent, a TOF estimated from NLOS conditions cannot be
remedied to have LOS-equivalent quality. Hence, we assume
a rule of anchor placement such that a tag in the coverage area
should typically find LOSs to at least three nearby anchors.

This is to ensure that a TOF from NLOS conditions is only
infrequently used in the position estimation. Namely, when
a tag sees LOSs to a sufficient number of nearby anchors,
the position-estimation process with a LOS/NLOS identifica-
tion technique [21]–[23] can simply ignore the other nearby
NLOS anchors to avoid significant performance impairment.
Then, based on our current office building, it seems to be dif-
ficult to have LOS over a range greater than 12 m. Therefore,
based on the assumed rule of anchor placement, we assume
that TOFs of range less than 12 m are typically used by the
RTLS in our considered application.

Antenna delay calibration relies on a pre-measurement
of the antenna delay, which can then be used in operating
applications to correct the TWR bias caused by the antenna
delay itself. Such bias correction is considered to be useful
only when the LOS condition is the case because the NLOS
condition adds a variable bias that needs specific techniques
[21]–[23] to deal with. In addition, we do not have a ground
truth of the antenna delay of any UWB node. Therefore,
we evaluate the accuracy of the proposed system by using it
to measure antenna delays of four nodes and then comparing
the results of TWR [6] between those nodes for three cases:
antenna delay-uncalibrated case, where the antenna delays of
the nodes are assumed to be poorly guessed; antenna delay-
calibrated (Proposed) case, where the antenna delays of the
nodes are measured from the proposed system; and antenna
delay-calibrated (Decawave) case, where the antenna delays
of the nodes are measured using Decawave’s method [10].
Each UWB node is based on the DW1000 device as men-
tioned. In addition, since the antenna delay also varies with
temperature [10], the variation of the ambient temperature is
kept minimal during the experiment to minimize its effect
on the numerical results. Note that antenna delays have
been reported to vary by 2.15 mm/Celsius per device for
DW1000 devices [10]. Therefore, a measured antenna delay
should be recorded with the corresponding temperature of
measurement, so that the value may be adjusted with respect
to the operating ambient temperature when the RTLS is under
operation.

Let n1, n2, n3, and n4 be address identifications of the four
nodes whose antenna delays are to be measured. We also take
a fifth node with address identification n5 to complement the
measurement process. To determine the antenna delays of n1
and n2, we assign n1 to act as M, n2 to act as A, and n5 to
act as B during the proposed process of measuring antenna
delays. Also, for comparison between methods, Decawave’s
method with N = 3 is executed for n1, n2, and n5, and
only the results for n1 and n2 are recorded. To determine the
antenna delays of n3 and n4, we assign n3 to act as M, n4 to
act as A, and n5 to act as B during another implementation
of the proposed process of measuring antenna delays. Also,
for comparison between methods, Decawave’s method with
N = 3 is executed for n3, n4, and n5, and only the results
for n3 and n4 are recorded. The three nodes in each mea-
surement process were placed at ground level in an indoor
LOS environment with coordinates (unit: cm): M = (0, 0),
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FIGURE 1. (a) Experimental layout (unit: cm; on the floor of an indoor stadium). The positions of the three nodes during the antenna delay
measurement process. (b) Measurement environment.

FIGURE 2. (a) Experimental layout (unit: cm; on the floor of an indoor stadium). The test points for positioning of the two nodes in a pair of nodes
during the TWR process. (b) Test environment.

A= (513.6, 398), and B= (513.6, 0), as shown in Fig. 1. The
three positions were selected keeping in mind that the ranges
between the three nodes are to represent typical ranges in the
applications discussed above. The measurement results from
the proposed method state that the measured antenna delay
values (unit: DWT_TIME_UNITS [24]; 15.65 picoseconds
ticks) of n1 = 69, n2 = 20.2, n3 = 57.4, and n4 = 15.5.
Multiplying these antenna delays by the speed-of-light×
15.65e-12, we obtain the corresponding estimated lengths
(unit: cm) as Ln1 = 32.4, Ln2 = 9.48, Ln3 = 26.94,
and Ln4 = 7.28, where LX denotes the antenna delay-
induced length of node X . Considering a single-sided TWR
(SS-TWR) [5] with an ideal clock, an actual range from node
X to node Y obtained from the antenna delay-calibrated case,
denoted by R(X ,Y ), can be related to the range obtained from
the antenna delay-uncalibrated case, denoted by RU(X ,Y ), and
the actual antenna delay-induced lengths of X and Y as

R(X ,Y ) = RU(X ,Y ) −

(
LX + LY

2

)
. (10)

Hence (10) can be applied for any related measurement meth-
ods as an approximation by substituting the corresponding

values by the estimated values from that measurement
method.

For comparison and analysis, each possible pair of the
four nodes whose antenna delays were measured, here-
inafter referred to as a node-pair, was set to perform AltDS-
TWR [6] for the three cases: antenna delay-uncalibrated
case, antenna delay-calibrated (Proposed) case, and antenna
delay-calibrated (Decawave) case. The two nodes in a node-
pair were placed at two test points ensuring LOS for each
actual range (unit: cm) from {300, 600, 900, 1200} as shown
in Fig. 2. For each case, 100-sample values of the range
were obtained for each node-pair placed at the actual ranges,
and then the values of the mean and root-mean-square-error
(RMSE) were computed for analysis.

The 100-sample means of the ranges estimated by AltDS-
TWR for the antenna delay-uncalibrated case and the two
antenna delay-calibrated cases are given in Table 1. For all the
node-pairs, the results show significant improvement of both
the antenna delay-calibrated cases over the antenna delay-
uncalibrated case. From the experimental data, the standard
deviation (SD) of the estimated ranges at the actual ranges
for all three cases were within 4 cm. Also, note that the
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TABLE 1. Comparison of mean estimated ranges from AltDS-TWR for antenna delay-uncalibrated and antenna delay-calibrated node-pairs at the actual
ranges.

relation between the ranges for all possible node-pairs for
the antenna delay-uncalibrated case and the antenna delay-
calibrated (Proposed) case may be verified using (10). As an
example, consider the range estimated byAltDS-TWR for the
node-pair (n1, n2) at an actual range of 300 cm in Table 1,
provided that the measured lengths due to antenna delays of
the two nodes are Ln1 = 32.4 cm and Ln2 = 9.48 cm, and
the measured range for the antenna delay-uncalibrated case
is RU(n1,n2) = 322.3 cm. Then the range for the antenna delay-
calibrated (Proposed) case is given by R(n1,n2) = RU(n1,n2) −(
Ln1+Ln2

2

)
= 322.3 −

(
32.4+9.48

2

)
≈ 301.3 cm. Simi-

larly, the ranges of all the node-pairs at each actual range
for the antenna delay-calibrated (Proposed) case in Table 1
may be obtained by simply following the above relationship
shown in (10).

FIGURE 3. Mean of estimated ranges from AltDS-TWR respecting all
possible node-pairs vs. actual range.

To compare the estimates of the ranges, Fig. 3 plots the per-
formance of the antenna delay-uncalibrated case and the two
antenna delay-calibrated cases at the actual ranges of 300 cm,

FIGURE 4. Mean of RMSEs from AltDS-TWR respecting all possible
node-pairs vs. actual range.

600 cm, 900 cm, and 1200 cm. As seen in Fig. 3, the mean
of the estimated ranges respecting all possible node-pairs for
the two antenna delay-calibrated cases are close to the actual
range (referred to as Ideal). From an analysis of these results,
the performances of the antenna delay-calibrated (Proposed)
case and antenna delay-calibrated (Decawave) case are sim-
ilar. In addition, the average improvements over the antenna
delay-uncalibrated case in the estimations are approximately
19.02 cm and 18.47 cm.

The values of the RMSE of the ranges estimated using
AltDS-TWR for the antenna delay-uncalibrated case and
the two antenna delay-calibrated cases of node-pairs are
given in Table 2. For all the node-pairs, the RMSEs
for the two antenna delay-calibrated cases are signifi-
cantly improved compared to the antenna delay-uncalibrated
case. The RMSEs for the antenna delay-uncalibrated case,
antenna delay-calibrated (Proposed) case, and antenna delay-
calibrated (Decawave) case are around 24 cm, 7 cm, and 7 cm,
respectively. These performance improvements for the two
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TABLE 2. Comparison of RMSEs from AltDS-TWR for antenna delay-uncalibrated and antenna delay-calibrated node-pairs at the actual ranges.

TABLE 3. Estimated antenna delay bias for antenna delay-uncalibrated and antenna delay-calibrated node-pairs.

antenna delay-calibrated cases are noticeable in the plots of
Fig. 4. Here, the mean of the RMSEs respecting all possible
node-pairs are plotted against the actual range. The results
of averaging the RMSEs in Fig. 4 for all the actual ranges of
the antenna delay-uncalibrated case, antenna delay-calibrated
(Proposed) case, and antenna delay-calibrated (Decawave)
case are 23.86 cm, 6.44 cm, and 6.4 cm, respectively. From
the results in Table 2 and the plots in Fig. 4, it is clear that
the performance improvements of the two antenna delay-
calibrated cases over the antenna delay-uncalibrated case are
within the same order of magnitude.

A deeper analysis may be required to explain the varia-
tion in RMSE in more detail. We have observed from the
experimental data that the SD of estimated ranges associ-
ated with each RMSE value in Table 2 is small and does
not depend considerably on node-pair and calibration case.
In other words, for each numerical column of Table 2, the six
associated values of the SD are approximately the same:
approximately 1.5 cm, 1.73 cm, 2.18 cm, and 3.24 cm for
actual ranges of 300 cm, 600 cm, 900 cm, and 1200 cm,
respectively. Obviously, the SD increases with the actual
range, as a manifestation of receiver noise. In addition, since
the SDs are relatively small, we see that the variation of the
RMSE in Table 2 is due primarily to a variation in the mean

error, that is, a so-called bias. Here, we consider that the
clock-speed offset is well compensated for the AltDS-TWR
method. Therefore, the bias defined as the mean estimated
range minus the actual range may be approximated by ba+br,
where ba is the bias due to antenna delay, and br is the power-
dependent range bias [25]. Note that both biases depend on
analog-circuit variation, i.e., the node-pair. In addition, ba
does not depend on the actual range, and it should be small in
the two antenna delay-calibrated cases. On the other hand,
br does not depend on the calibration case, but it depends
on the actual range. Here, we estimate ba and br as follows.
Note that (10) implies that ba for a node-pair (X ,Y ) in the
antenna delay-uncalibrated case may be approximated by
(LX + LY )/2. Therefore, for each node-pair (X ,Y ) in the
antenna delay-uncalibrated case, ba is computed by averaging
(LX + LY )/2 across the two measurement methods. Then
ba for the two antenna delay-calibrated cases and br for all
actual ranges are estimated by a linear least-squares method.
In this way, for each node-pair, the required six bias values
are determined from 12 equations, constructed taking the
mean estimated range minus the actual range to be ba + br
using the data in the corresponding row of Table 1. The
results are shown in Tables 3 and 4, where the associated sum
of squared errors from the linear least-squares method are
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TABLE 4. Estimated range bias for the node-pairs at the actual ranges.

0.005, 0.005, 0.005, 0.0067, 0.005, and 0.0083 respectively
for node-pairs (n1, n2), (n3, n4), (n1, n3), (n1, n4), (n2, n3),
and (n2, n4). The results in Table 3 confirm that the two
calibration methods successfully do their specific duties,
i.e., reduce the values of ba. The results in Table 4 show
that the estimated range bias depends considerably on the
node-pair, as expected. In addition, the range bias for a node-
pair increases with the actual range. This is relevant to the
results in [25], which reports that the range bias decreases
with received signal power.

From these analyses, we can conclude that the performance
of the proposed antenna delaymeasurement system is compa-
rable to Decawave’s method [10], and can effectively handle
the bias originating from antenna delays in UWB nodes so
that the antenna delay-calibrated UWB nodes provide a more
accurate range measurement.

The obtained values of the antenna delays are expected to
be applicable when other sources of bias are well managed.
Otherwise, the unmanaged bias due to a source may dominate
and severely corrupt the TWR results. Experimental results
on the use of the obtained delays where the clock-speed
offset, which causes a quasi-static bias, is not well managed
are presented in Appendix A.

IV. CONCLUSION
This paper has presented a system to measure the antenna
delays of nodes in IR-UWB networks. During the measure-
ment process, the system performs a session of TWR and
measures the aggregate antenna delays of two UWB nodes.
The proposed system requires a lesser number of signaling
messages during the process of measuring the antenna delays
when compared to Decawave’s method, while still achieving
a similar level of effectiveness in the accuracy of the mea-
surement of the range. Based on an experiment comparing
the ranging in an LOS environment between the UWB nodes
that take the antenna delay values measured by the pro-
posed system into consideration, the antenna delay-calibrated
nodes provide a more accurate range measurement by effec-
tively handling the range estimation error due to the antenna
delays.

APPENDIX A
EVALUATION OF THE PROPOSED ANTENNA DELAY
MEASUREMENT SYSTEM FOR OTHER
TWR METHODS
The obtained antenna delays of the four nodes were also
tested with other well-known TWR methods. For each of the
three calibration cases, 100 samples of ranges were obtained
for each node-pair placed at an actual range (unit:cm) from
{300, 600, 900, 1200} as shown in Fig. 2 for two TWRmeth-
ods: SS-TWR [5] and SDS-TWR [3], [5]. Then, the means
and RMSEs were computed for performance analysis. Note
that the two TWR methods use the same experimental data,
i.e., the timestamp values for computing the ranges, as that
of the test for AltDS-TWR in Section III-B. This is pos-
sible because the three methods differ only on what and
how timestamp values are used in the range estimation [7]
and all timestamp values required by the two methods are
available in that experimental data. In addition, for both TWR
methods, (10) can also be applied as the relation between
R(X ,Y ) and RU(X ,Y ).

A. NUMERICAL RESULTS FOR SS-TWR
The 100-sample means and RMSEs of the ranges estimated
by SS-TWR for the antenna delay-uncalibrated case and the
two antenna delay-calibrated cases of node-pairs are given
in Tables 5 and 6 respectively. While we may expect to see
a similarity, the results are very much different from those
in Tables 1 and 2. We consider that the difference is due
solely to the effect of the clock-speed offset, which severely
corrupts the estimated ranges. Fortunately, in the experi-
mental data, we recorded the clock-speed offset data based
on the dwt_readcarrierintegrator() function [24], enabling us
to investigate such corruption. In this regard, for each of
100 × 12 × 6 estimated ranges that were used to com-
pute Tables 5 and 6, we obtain a range difference as the
SS-TWR estimated range minus the AltDS-TWR estimated
range, and a normalized clock-speed offset as an estimation of
(fTx − fRx)/fRx, where fTx and fRx are respectively the clock
speeds of the transmitting and receiving TWR nodes for the
reception of the first sensing packet. The results are then
shown as a scatter plot in Fig. 5, from which we see that
the range difference is clearly proportional to the normal-
ized clock-speed offset. This confirms that the corruption in
the estimated ranges is specifically due to the clock-speed
offset. Also, the large variation in the range difference shown
in Fig. 5 suggests that the clock-speed offset can be the most
dominant source of ranging error in SS-TWR.

Fig. 6 plots the mean of the RMSEs of the ranges estimated
by SS-TWR, for the antenna delay-uncalibrated case and the
two antenna delay-calibrated cases, respecting all possible
node-pairs. From the plots in Fig. 6, we can see performance
improvements of the two antenna delay-calibrated cases com-
pared to the antenna delay-uncalibrated case. The results of
averaging the RMSEs in Fig. 6 for all the actual ranges of
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TABLE 5. Comparison of mean estimated ranges from SS-TWR for antenna delay-uncalibrated and antenna delay-calibrated node-pairs at the actual
ranges.

TABLE 6. Comparison of RMSEs from SS-TWR for antenna delay-uncalibrated and antenna delay-calibrated node-pairs at the actual ranges.

FIGURE 5. Scatter plot of range difference between SS-TWR and
AltDS-TWR methods vs. normalized clock-speed offset.

the antenna delay-uncalibrated case, antenna delay-calibrated
(Proposed) case, and antenna delay-calibrated (Decawave)
case are 42 cm, 29.31 cm, and 29.84 cm, respectively. This
shows that although the range results in SS-TWR are severely
corrupted by the clock-speed offset, an antenna delay calibra-
tion still leads to performance improvements on average.

FIGURE 6. Mean of RMSEs from SS-TWR respecting all possible
node-pairs vs. actual range.

B. NUMERICAL RESULTS FOR SDS-TWR
The 100-sample means and RMSEs of the ranges estimated
by SDS-TWR for the antenna delay-uncalibrated case and
the two antenna delay-calibrated cases of node-pairs are
given in Tables 7 and 8 respectively. The results are different
from those in Tables 1 and 2, and such differences can be
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TABLE 7. Comparison of mean estimated ranges from SDS-TWR for antenna delay-uncalibrated and antenna delay-calibrated node-pairs at the actual
ranges.

TABLE 8. Comparison of RMSEs from SDS-TWR for antenna delay-uncalibrated and antenna delay-calibrated node-pairs at the actual ranges.

considered as due solely to the effect of clock-speed off-
set, which corrupts the estimated ranges. In this regard, for
each of 100 × 12 × 6 estimated ranges that were used to
compute Tables 7 and 8, we obtain a range difference as the
SDS-TWR estimated range minus the AltDS-TWR estimated
range, and a normalized clock-speed offset as an estimation
of (fTx − fRx)/fRx. The results are then shown as a scatter
plot in Fig. 7, from which we see that the range difference
is clearly proportional to the normalized clock-speed offset.
This confirms that the corruption in the estimated ranges is
specifically due to the clock-speed offset. The variation in the
range difference is relatively small when compared to Fig. 5.
This suggests that the ranging error from the clock-speed
offset is much less severe in SDS-TWR than in SS-TWR.
Moreover, compared to Tables 3 and 4, the range difference
results also show that the clock-speed offset is still a dominant
source of ranging error. However, SDS-TWR should also
havewell-compensated the clock-speed offset [6], and in such
a case, the range difference should be considerably smaller.
The conflicting results are because we have used the times-
tamp values available in the experimental data to compute the

FIGURE 7. Scatter plot of range difference between SDS-TWR and
AltDS-TWR methods vs. normalized clock-speed offset.

ranges estimated by SDS-TWR. Such timestamp values were
not obtained based on the design principles of SDS-TWR.
For an actual implementation of SDS-TWR, we can expect
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FIGURE 8. Mean of RMSEs from SDS-TWR respecting all possible
node-pairs vs. actual range.

results for the ranges and conclusions similar to that of
AltDS-TWR.

Fig. 8 plots the mean of the RMSEs of the ranges estimated
by SDS-TWR, for the antenna delay-uncalibrated and the two
antenna delay-calibrated cases, respecting all possible node-
pairs. The plots of Fig. 8 show that the performance of the
two antenna delay-calibrated cases is better than the antenna
delay-uncalibrated case. Here, the results of averaging the
RMSEs in Fig. 8 for all the actual ranges of the antenna delay-
uncalibrated case, antenna delay-calibrated (Proposed) case,
and antenna delay-calibrated (Decawave) case are 22.42 cm,
9.96 cm, and 9.9 cm, respectively. This shows that although
the range results in SDS-TWR are corrupted by the clock-
speed offset, antenna delay calibration still yields perfor-
mance improvements on average.
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